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1 Introduction

The problem brought to the 2010 MPI Workshop by TIAx asked for the formulation of a mathematical model for the effect of interaction of light with metallic nanostructures, specifically the effect of surface features on the intensity of the electromagnetic field, when a metallic surface is illuminated by laser light of a given wavelength and the scale of the metallic structures is commensurate with the wavelength of the light. Devices based on this type of configuration are used in photovoltaics, catalysis, nonlinear optics, and sensors, just to name a few applications. The operation of many of these devices depends on effects which are proportional to the amplitude of the electromagnetic field in the vicinity of the metallic surface.

With a solution to this problem in hand, it then becomes possible to consider optimization and design. Two examples: If a given structure is imposed, what wavelength leads to the largest field in the vicinity of the
surface? Given a particular wavelength, is it possible to design a surface structure to maximize the intensity of the field in the vicinity of the surface?

We have partial answers to both of these questions. If we assume that a large field strength close to the metal surface is associated with the existence of plasmons whose properties are not strongly affected by the surface features, then a simple resonance argument gives a way to pick the wavelength of laser light which should most strongly couple to the plasmons, and (perhaps!) therefore lead to the greatest field enhancement near the metal surface.

The second question is more difficult. We have systematically derived a reduced problem for the field strength, but unfortunately this problem is still formidable. The asymptotic regime of interest to TIA is one in which the wavelength of the incident light is of the same order as the size of the surface features, so simplifications based on the wavelength being large or small in comparison to the surface features are excluded. The main simplification available is based on the fact that the conductivity of the metal is large in comparison to that of the air: the leading order problem is essentially that of scattering from a perfect conductor. We suggest a few approaches that can be applied to this reduced problem, but which do not seem to be commonly used in the plasmonics literature.

The structure of the report is as follows:

In section 2, we carefully and systematically set up the governing equations for the problem, in the form most commonly encountered in the plasmonics literature, and contrast this with the form commonly presented in textbooks on electromagnetism (e.g. [10], [23]). While we eventually make many simplifying assumptions, these are pointed out as they are made. If any of these assumptions must be dropped in a later analysis, it will be clear where changes must be made.

In section 3, we solve the electromagnetic problem for surface waves, and construct the plasmon solutions. In the limit of large conductivity, these have a boundary layer structure near the metal-air interface which should be similar to that of the full electromagnetic problem. The problem of exciting plasmons with incident light is discussed, and a simple criterion for choosing the wavelength of the incident light to maximize the coupling to surface plasmons is suggested.

In section 4, we non-dimensionalize the governing equations and derive the leading order problem for the electric field in the air, in the asymptotic
limit of large conductivity of the metal. It is equivalent to the problem of scattering from a perfect conductor.

In section 5, we outline some potential numerical approaches to the scattering problem derived in section 4.

Finally, we conclude in section 6 with a summary and a few comments about further problems of interest.

2 Problem Set Up

2.1 Geometry of the Problem

The geometry of the problem is presented schematically in Figure 1. We assume that there are three regions: \( \Omega_1 \) is the air above the device, \( \Omega_2 \) is a thin nanostructured metal layer, and \( \Omega_3 \) is a dielectric substrate. The metal layer is supposed to periodic in the lateral directions. The region \( \Omega_2 \) might be connected, or it might consist of a periodic array of isolated metal islands on the dielectric substrate. The figure shows a cross section for the case when the metal layer is assumed continuous. If there is no variation laterally in the \( y \) direction (i.e. perpendicular to the page), this would correspond to a grating type geometry.

2.2 Microscopic Version of Maxwell’s Equations

If we were willing to explicitly keep track of all charges in our system, it would in principle be possible to use the so-called microscopic version of Maxwell’s equations:

\[
\begin{align*}
\nabla \cdot \mathbf{e} &= \frac{\rho}{\varepsilon_0}, \\
\nabla \cdot \mathbf{b} &= 0, \\
\nabla \times \mathbf{e} &= -\frac{\partial \mathbf{b}}{\partial t}, \\
\nabla \times \mathbf{b} &= \mu_0 \mathbf{j} + \mu_0 \varepsilon_0 \frac{\partial \mathbf{e}}{\partial t}.
\end{align*}
\]

The unknowns in these equations are the electric field \( \mathbf{e} \), the magnetic field \( \mathbf{b} \), the charge density \( \rho \), and the current density \( \mathbf{j} \). The equations include two constant parameters as well: \( \varepsilon_0 \) is the permittivity of free space, and \( \mu_0 \) is the permeability of free space.
Figure 1: Geometry of the Problem. The $x$ and $z$ axes are shown. Since incident electromagnetic waves are supplied in region $\Omega_1$, it is convenient to assume that $z$ increases downward. The $y$ axis (not shown) should point out of the page by the right hand rule.
The continuity equation is a consequence of the equations above. If we take the partial derivative with respect to $t$ of equation (1), then use equation (4) and a vector calculus identity ($\nabla \cdot (\nabla \times b) = 0$), we obtain

$$\frac{\partial \rho}{\partial t} + \nabla \cdot j = 0. \tag{5}$$

Finally, we have the Lorentz force law, which gives the force $f$ exerted on a particle with charge $q$ and velocity $v$ by the $e$ and $b$ fields:

$$f = q (e + v \times b). \tag{6}$$

### 2.3 Macroscopic version of Maxwell’s Equations

Rather than keeping track of all the individual charges, and tracking the variation of the fields on very small space and time scales, it is customary to use a macroscopic version of Maxwell’s equations, which is obtained by an averaging procedure [10]. The resulting equations as usually presented in electrodynamics textbooks (e.g. [10]) are:

\begin{align*}
\nabla \cdot D_s &= \rho_f, \\
\nabla \cdot B &= 0, \\
\nabla \times E &= -\frac{\partial B}{\partial t}, \\
\nabla \times H &= J_f + \frac{\partial D_s}{\partial t}.
\end{align*} \tag{7, 8, 9, 10}

Here $E$ and $B$ are the averaged versions of $e$ and $b$, and by definition

$$D_s = \varepsilon_0 E + P_s, \tag{11}$$

and

$$H = \frac{1}{\mu_0} B - M. \tag{12}$$

Here $D_s$ is the so-called ‘static’ electric displacement, and $H$ goes by a number of names. The other two fields that have been introduced in these definitions are the ”static” polarization $P_s$ and the magnetization $M$. The term static, applied to the electric displacement and polarization, refers to the fact that these variables account for effects due to electrons which are strongly
bound to their atoms or molecules, and which are not free to move throughout the material. Finally, we have the so-called free charge density $\rho_f$ and the free current density $J_f$; here ‘free’ refers to the fact that these quantities are associated with relatively mobile conduction electrons which are not strongly bound to any particular atom or molecule. Essentially the same argument that yields (5) leads to the continuity equation for the free charges:

$$\frac{\partial \rho_f}{\partial t} + \nabla \cdot J_f = 0. \tag{13}$$

Equations (7) – (13), while familiar, are not always the version of Maxwell’s equations used in references studying plasmons and other surface modes [13], [14], [19], [21]. The distinction between ‘free’ and ‘bound’ charges is more or less artificial, and there are other possible formalisms [2], [15]. It is more common (though not universal!) in the plasmon literature to make a distinction between ‘internal’ charges and currents, whether they are associated with free or bound electrons, and ‘external’ charges and currents, due to externally imposed sources. The choice is entirely arbitrary, but it is necessary to know which convention is being used, since the meanings of $\rho$, $J$, $D$, and $P$, and the proper form of the constitutive equations, all depend on the choice that is made.

We will use the following version of Maxwell’s equations, which seems to be consistent with much of the literature on plasmons [13], [14], [19], [21]:

$$\nabla \cdot D = \rho_e, \tag{14}$$

$$\nabla \cdot B = 0, \tag{15}$$

$$\nabla \times E = -\frac{\partial B}{\partial t}, \tag{16}$$

$$\nabla \times H = J_e + \frac{\partial D}{\partial t}. \tag{17}$$

As above, $E$ and $B$ are the averaged versions of $e$ and $b$. Rather than (11), we use

$$D = \varepsilon_0 E + P, \tag{18}$$

but we again use (12). Finally, there is again a version of the continuity equation, now for the ‘external’ (i.e. source) charge density and current:

$$\frac{\partial \rho_e}{\partial t} + \nabla \cdot J_e = 0. \tag{19}$$
A major advantage of this version of Maxwell’s equations is that we may immediately set $\rho_e = 0$ and $J_e = 0$ if there are no externally imposed charges or currents, which is typically the case of interest for applications involving plasmons. This simplifies both the field equations and (see below) the boundary conditions.

### 2.4 Constitutive Equations

In each region, we in general have five constitutive equations:

\begin{align}
D &= \varepsilon E, \\
B &= \mu H, \\
P &= \alpha E, \\
M &= \chi H, \\
J &= \sigma E.
\end{align}

Here $\varepsilon$ is known as the dielectric function, $\mu$ is the magnetic permeability, $\alpha$ is the dielectric polarizability, $\chi$ is the magnetic polarizability, and $\sigma$ is the conductivity (it often called the optical conductivity in the current context). Notice that the internal current density $J$ does not appear explicitly in (14) – (17).

The constitutive equations (20) – (24) all assume that the materials respond linearly; this assumption may not be reasonable at large field strength. For example, reference [16] devotes a chapter to surface modes at metal interfaces when the nonlinear response is important. Both [6] and [12] have articles related to nonlinear media, and almost every article in [22] is devoted to nonlinear effects.

Furthermore, we have for simplicity written these equations as if the material parameters are constants. In fact, these equations really should be written as convolutions, even for homogeneous and isotropic systems [10]; the simple product form used in (20) – (24) actually only holds once Fourier transforms in space and time are taken, or if we agree to work with only one normal mode, say proportional to $e^{-i\omega t + ik \cdot r}$, at a time. This is certainly reasonable for optical studies using monochromatic laser light if a linear response is expected. In this case, each material parameter will in general depend on both the frequency $\omega$ and the wave vector $k$ of the mode under consideration, and will in general be complex. In many circumstances it is
reasonable to neglect the dependence of the material parameters on the wave vector and just retain the dependence on frequency; [10] briefly discusses certain cases when this approximation is not valid, such as when the mean free path of conduction electrons is on the order of or larger than the skin depth. As pointed out in [14], the dependence of the material parameters on the wave vector should also be retained when analyzing problems that involve surface modes, if the interface associated with these modes includes sufficiently small features. Another situation where the wave vector dependence should, strictly speaking, be retained is that of an emitter close to a metal surface. Even though this is exactly the situation of interest in surface enhanced raman scattering, this aspect of the problem is typically ignored by SERS researchers because it substantially increases the complexity of the analysis (see [9] for brief discussion). For simplicity, and since our interest here is in the general problem of the effect of a metal-dielectric interface on the electromagnetic field rather than in the details relevant to particular applications, we will ignore any dependence on the wave vector.

Magnetic effects are important for many plasmonic systems. Reference [16] devotes a chapter to the influence of magnetic responses on surface modes and almost the entirety of [19] is devoted to modeling systems where the magnetic response is important. We will however for simplicity ignore any magnetic response. We therefore assume that $\mu = \mu_0$ and that $\chi = 0$ in all regions. Also, any direct dependence of $\mathbf{J}$ on $\mathbf{B}$ has already been suppressed by our use of (24), even though such a dependence is suggested by the Lorentz force law (6). This assumption is usually quite reasonable for metallic conductors.

The remaining material parameters $\varepsilon$, $\alpha$, and $\sigma$ are not in general independent. In order to continue, we need a model for how electrons in a material respond to an electric field. The Drude model describes how free electrons respond to the electric field, while the Drude-Lorentz model explains how bound electrons respond to the electric field. While these models are based on classical mechanics, a more accurate quantum mechanical treatment produces similar results; [10] has a brief description, and [25] has a detailed and very clear discussion of the classical mechanics models as well as the correct quantum mechanical treatments; [13] also has a good short discussion.

Lorentz suggested that a bound electron responding to an electric field would have the equation of motion

$$m\mathbf{x}_{tt} + m\gamma \mathbf{x}_t + m\omega_0^2 \mathbf{x} = -e\mathbf{E},$$

(25)
which is just Newton’s second law, stating that mass times acceleration equals the force on a particle, with all terms except the external force due to the electric field collected on one side of the equation. The first term on the left hand side is just the mass times acceleration; the second is a phenomenological frictional force proportional to the velocity; the third is the restoring force which binds the electron to its nucleus. Here \( m \) is the mass of an electron and \(-e\) is the charge on the electron. The spatial extent of an atom is miniscule, so we assume that any spatial dependence of \( E \) can be ignored. If we assume that the field varies harmonically, with time dependence \( e^{-i\omega t} \), then we can easily solve for the steady state response,

\[
\mathbf{x} = \frac{-e/m}{\omega_0^2 - \omega^2 - i\gamma\omega} \mathbf{E},
\]

(26)

and the resulting polarization due to this single electron,

\[
\mathbf{p} = -e\mathbf{x} = \frac{e^2/m}{\omega_0^2 - \omega^2 - i\gamma\omega} \mathbf{E}.
\]

(27)

Assuming that there is one such electron per atom, and \( N \) such atoms per unit volume, we have the total polarization density

\[
\mathbf{P} = \frac{Ne^2/m}{\omega_0^2 - \omega^2 - i\gamma\omega} \mathbf{E}.
\]

(28)

Therefore, in this case we have:

\[
\alpha(\omega) = \frac{Ne^2/m}{\omega_0^2 - \omega^2 - i\gamma\omega}.
\]

(29)

If there are instead several classes of electrons, with say \( f_j \) electrons per atom of class \( j \), and that each class has its own frequency \( \omega_j \) and damping constant \( \gamma_j \), then we instead obtain

\[
\alpha(\omega) = \frac{Ne^2}{m} \sum_j \frac{f_j}{\omega_j^2 - \omega^2 - i\gamma_j\omega},
\]

(30)

where \( \sum_j = Z \), with \( Z \) the total number of electrons per atom.

Once \( \alpha(\omega) \) is determined, we note that (18), (20), and (22) together imply that

\[
\varepsilon(\omega) = \varepsilon_0 + \alpha(\omega).
\]

(31)
However, there seems to be some disagreement in the literature as to how best to model $\alpha(\omega)$ and $\epsilon(\omega)$ for the metals of interest and the frequencies of interest in plasmonics. The electronic structure of the noble metals of interest in plasmonic applications is such that the conduction electrons experience a highly polarized background formed by the lattice of metal ions, leading to a dielectric function of the form

$$\epsilon(\omega) = \epsilon_\infty + \alpha(\omega),$$

but there seems to be some disagreement about the correct values of $\epsilon_\infty$. Also, if the frequency of the electric field is such that it can cause electrons to jump from one conduction band to another, each such transition will modify the dielectric function in ways that may or may not be well modeled by the inclusion of additional Lorentz terms in $\alpha(\omega)$ or adjustments to $\epsilon_\infty$. Furthermore, even the choice of the best model for $\epsilon(\omega)$ is not agreed upon; [14] cites experiments to argue that a simple Drude model is unacceptable for silver, while [13] cites some of the same references, as well as a number of more recent ones, to argue that the simple Drude model actually does a very good job of modeling the dielectric function of silver for the frequencies of interest in plasmonic applications. In an appendix, [13] shows explicitly how to construct model dielectric functions for both silver and gold by fitting to experimental data collected from several references. This appendix also includes a discussion of some of the sources of experimental variability.

Lorentz’s analysis was actually an extension of Drude’s original model for conduction electrons. Drude used (25) with $\omega_0$ set to zero (i.e. with no restoring force) to model the response of conduction electrons in a metal to an imposed electric field. One of the results of Drude’s analysis is a derivation of Ohm’s law, equation (24), and a representation of the dependence of $\sigma$ on $\omega$:

$$\sigma(\omega) = \frac{Ne^2/m}{-i\omega + \gamma},$$

where here $N$ is the number of conduction electrons per unit volume. The derivation is similar to that for $\alpha(\omega)$; where the polarization $P$ is proportional to $x$, the current $J_f$ is proportional to $v = x_t$. Also note that (33) assumes a time dependence of the form $e^{-i\omega t}$. More generally, in the current context, all internal electrons should be treated on the same basis, which means that

$$\sigma(\omega) = -i\omega\alpha(\omega),$$
or equivalently,

\[ J = \frac{\partial P}{\partial t}. \]  

(35)

A simple model for a conducting material is to use (29) with \( \omega_0 = 0 \). A simple model for a nonconducting material is to use (29), with \( \omega_0 \neq 0 \). It is possible to model the response of a material with both free and bound electrons by using (30) with one of the \( \omega_j \)'s set to zero to account for the conduction electrons, and the other terms accounting for the bound electrons. This is an advantage of using (14) – (17) rather than (7) – (10): the response of both free and bound electrons in the material is treated on the same basis, and both are accounted for in the dielectric function \( \varepsilon \). Even though \( J_f \) drops out of the governing equations, this does not mean that we are ignoring any conduction current. It gets lumped into \( D \) and \( P \) when we use these instead of \( D_s \) and \( P_s \), and can be recovered if desired from (24).

2.5 Summary: Governing Equations and Constitutive Equations in the Various Regions

Assuming that there are no external charges or currents in the system, and assuming no magnetic effects, we have the following subproblems.

2.5.1 Dielectric Regions

In regions \( \Omega_1 \) (air) and \( \Omega_3 \) (substrate), we have:

\[ \nabla \cdot D = 0, \]  

(36)

\[ \nabla \cdot B = 0, \]  

(37)

\[ \nabla \times E = -\frac{\partial B}{\partial t}, \]  

(38)

\[ \nabla \times H = \frac{\partial D}{\partial t}. \]  

(39)

We use constants for the material parameters \( i = 1, 3 \):

\[ \varepsilon = \varepsilon_i, \quad \mu_i = \mu_0, \quad \alpha_i = \varepsilon_i - \varepsilon_0, \quad \chi_i = 0, \quad \sigma_i = 0. \]  

(40)

Therefore, we have

\[ D = \varepsilon_0 E + P \]  

(41)
and
\[ B = \mu_0 H, \quad (42) \]
as well as
\[ D = \varepsilon_i E, \quad (43) \]
\[ P = (\varepsilon_i - \varepsilon_0) E, \quad (44) \]
\[ J = 0. \quad (45) \]

### 2.5.2 Conductive Region

In region $\Omega_2$ (metal) we have:
\[ \nabla \cdot D = 0, \quad (46) \]
\[ \nabla \cdot B = 0, \quad (47) \]
\[ \nabla \times E = -\frac{\partial B}{\partial t}, \quad (48) \]
\[ \nabla \times H = \frac{\partial D}{\partial t}. \quad (49) \]

We again use $\mu_2 = \mu_0$ and $\chi_2 = 0$, and use a simple Drude model for the other parameters, without introducing $\varepsilon_\infty$:
\[ \varepsilon_2(\omega) = \varepsilon_0 - \frac{Ne^2/m}{\omega^2 + i\gamma\omega}. \quad (50) \]
\[ \alpha_2(\omega) = -\frac{Ne^2/m}{\omega^2 + i\gamma\omega}, \quad (51) \]
\[ \sigma_2(\omega) = \frac{Ne^2/m}{-i\omega + \gamma}. \quad (52) \]

We emphasize again that these three parameters are not independent:
\[ \varepsilon_2(\omega) = \varepsilon_0 + \alpha_2(\omega) = \varepsilon_0 + \frac{i\sigma_2(\omega)}{\omega}. \quad (53) \]

For the same reason that $J = \partial P/\partial t$ above, rather than specifying $\alpha(\omega)$ directly, we could alternatively use
\[ \frac{m}{Ne^2} \left( \frac{\partial^2 P}{\partial t^2} + \gamma \frac{\partial P}{\partial t} \right) = E. \quad (54) \]
Finally, we have
\[ D = \varepsilon_0 E + P \]  
and
\[ B = \mu_0 H, \]
as well as
\[ D = \varepsilon_2(\omega)E, \]
\[ P = \alpha_2(\omega)E, \]
\[ J = \sigma_2(\omega)E. \]

### 2.6 Matching Conditions

The choice to use \( D \) and \( P \) rather than \( D_s \) and \( P_s \) means that we have the following matching conditions across any interface which separates region \( \Omega_i \) from \( \Omega_j, i \neq j \):
\[ [n \cdot D] = 0, \quad [n \cdot B] = 0, \]
\[ [n \times E] = 0, \quad [n \times H] = 0. \]

In these equations, \( \mathbf{n} \) is a normal vector to the interface. The square brackets represent the jump in the enclosed quantity across the interface.

At interfaces between the conductor and a dielectric region, where there is a discontinuity in the internal current density \( J \), we expect a surface charge density \( \rho_s \) to build up. If \( D_s \) had been used instead of \( D \), then this surface charge would show up explicitly in the jump conditions and the analogue of (60) would not be homogeneous. This is not an issue at a boundary separating dielectric regions, since we have assumed that the current vanishes in both.

### 3 Surface Plasmons at a Metal-Dielectric Interface

In this section, we will consider a simplified version of the problem. We will use the configuration in figure 1, but with only two layers and one interface: air above the interface, and metal below.
We will sketch the derivation of surface modes in this situation when the interface is planar. These modes are called surface plasmons or surface plasmon-polaritons in the literature. Reference [21] extensively discusses general features of such modes and constructs them in a number of cases; [14] and [17] give physically oriented discussions, with [17] in particular containing an extensive discussion of experiments; [13] gives a very detailed discussion both of the general features of such modes and of the silver-air and gold-air interfaces; [1] concentrates on similar modes in multilayer systems; and [19] briefly considers the simple set up discussed here, but also has extensive discussions of analogous modes in more complicated geometries, and for systems where magnetic effects are important.

We next consider the problem of exciting these modes with incident electromagnetic waves; [13] and [19] are good references for the theory, and [17] collects a great deal of experimental data related to this problem. Direct illumination of a flat interface is ineffective for this purpose; we mention some of the strategies that are actually used.

In the case of a single metal–dielectric surface with a grating type geometry, there is a relatively simple, basically geometrical theory for how to most efficiently pump energy into the surface plasmon modes. Figuring out the actual enhancement of the field close to the interface, and how the enhancement depends on the actual shape of the grating, is a different (and more difficult) problem.

3.1 The Electromagnetic Problem for Surface Modes

We first note that equations (36) and (46) imply that $\nabla \cdot \mathbf{E}$ in all regions. Therefore, using the vector identity

$$\nabla \times (\nabla \times \mathbf{A}) = \nabla (\nabla \cdot \mathbf{A}) - \nabla^2 \mathbf{A},$$

we find that both $\mathbf{E}$ and $\mathbf{B}$ satisfy vector wave equations in the two domains. In domain $\Omega_1$ (the air) we have

$$\nabla^2 \mathbf{E} = \frac{1}{c^2 \varepsilon_0} \frac{\partial^2 \mathbf{E}}{\partial t^2}, \quad \nabla^2 \mathbf{B} = \frac{1}{c^2 \varepsilon_0} \frac{\partial^2 \mathbf{B}}{\partial t^2},$$

(64)

and in domain $\Omega_2$ (the metal) we have

$$\nabla^2 \mathbf{E} = \frac{1}{c^2 \varepsilon_0} \frac{\partial^2 \mathbf{E}}{\partial t^2}, \quad \nabla^2 \mathbf{B} = \frac{1}{c^2 \varepsilon_0} \frac{\partial^2 \mathbf{B}}{\partial t^2}.$$ 

(65)
The jump conditions imply that all components of \( \mathbf{B} \) are continuous across the interface; that the tangential components of \( \mathbf{E} \) are continuous across the interface; and that there is in general a jump in the normal component of \( \mathbf{E} \) across the interface, because there is in general a discontinuity in the dielectric function across the interface.

It is possible to show that there are no surface modes with TE polarization; only modes with TM polarization are possible unless the permeability \( \mu \) varies between regions, which we have specifically excluded [2]. Since the problem is linear and homogeneous, the amplitude is arbitrary. Without any loss of generality, we find that the surface modes must take the form:

\[
\begin{align*}
\mathbf{E}_1 &= \frac{B_y}{\omega \mu_0 \varepsilon_1} (k_{1z}, 0, -k_x) \exp(-i\omega t + i k_x x + i k_{1z} z), \\
\mathbf{E}_2 &= \frac{B_y}{\omega \mu_0 \varepsilon_2} (k_{2z}, 0, -k_x) \exp(-i\omega t + i k_x x + i k_{2z} z), \\
\mathbf{B}_1 &= (0, B_y, 0) \exp(-i\omega t + i k_x x + i k_{1z} z), \\
\mathbf{B}_2 &= (0, B_y, 0) \exp(-i\omega t + i k_x x + i k_{2z} z),
\end{align*}
\]

(66)

where \( \mathbf{E}_1 \) means \( \mathbf{E} \) in \( \Omega_1 \), and so on. The form that we have assumed satisfies all the field equations as long as the following two conditions hold:

\[
\begin{align*}
k_x^2 + k_{1z}^2 &= \frac{\omega^2}{c^2} \frac{\varepsilon_1}{\varepsilon_0}, \\
k_x^2 + k_{2z}^2 &= \frac{\omega^2}{c^2} \frac{\varepsilon_2}{\varepsilon_0}.
\end{align*}
\]

(67)

The matching conditions on \( \mathbf{B} \) and \( \mathbf{H} \) are automatically satisfied, as is the matching condition on the normal component of \( \mathbf{E} \). Continuity of the tangential components of \( \mathbf{E} \) gives the final relationship that we need:

\[
\frac{k_{1z}}{\varepsilon_1} = \frac{k_{2z}}{\varepsilon_2}.
\]

(68)

Eliminating \( k_{1z} \) and \( k_{2z} \) among (67) and (68), we find the dispersion relation:

\[
k_x^2 = \frac{\omega^2}{c^2} \frac{\varepsilon_1 \varepsilon_2}{\varepsilon_0 (\varepsilon_1 + \varepsilon_2)}.
\]

(69)

The two possible solutions for \( k_x \) are physically equivalent, and by convention we can use

\[
k_x = \frac{\omega}{c} \sqrt{\frac{\varepsilon_1 \varepsilon_2}{\varepsilon_0 (\varepsilon_1 + \varepsilon_2)}},
\]

(70)
meaning that we look for waves propagating in the positive $x$ direction; the other choice of sign for $k_x$ would correspond to waves propagating in the $-x$ direction. Once $k_x$ is determined, we can work out $k_{1z}$ and $k_{2z}$. Because $\varepsilon_2(\omega)$ is complex, it is somewhat involved to work out all the possibilities, but generically $k_x$ will be complex for real metals.

It is helpful to introduce the non-dimensionalized versions of the dielectric functions,

$$\tilde{\varepsilon}_i = \frac{\varepsilon_i}{\varepsilon_0}. \quad (71)$$

We assume for simplicity that $\tilde{\varepsilon}_1 = 1$, and write

$$\tilde{\varepsilon}_2 = (1 - \beta) + i\beta\Gamma, \quad (72)$$

where

$$\beta = \frac{\omega_p^2}{\omega^2 + \gamma^2}, \quad \Gamma = \frac{\gamma}{\omega}, \quad \omega_p^2 = \frac{Ne^2}{m\varepsilon_0}. \quad (73)$$

The plasma frequency $\omega_p$ is the natural frequency associated with oscillations of the plasma of free electrons in the metal. Recall that $\gamma$ is a phenomenological damping constant introduced when modeling the response of electrons in the metal to an applied electric field. For the metals of interest in plasmonics applications, and the frequencies of interest, several references ([13], [21]) suggest that at least in certain situations, it is true that $\omega_p \gg \omega \gg \gamma$, so $\beta$ is a large parameter and $\Gamma$ is a small parameter. Some manipulation yields

$$k_x^2 = \frac{\omega^2}{c^2} \frac{(1 - \beta^{-1})(1 - 2\beta^{-1}) + \Gamma^2 + i\Gamma\beta^{-1}}{(1 - 2\beta^{-1})^2 + \Gamma^2} \sim \frac{\omega^2}{c^2} \left((1 + \cdots) + i\left(\Gamma\beta^{-1} + \cdots\right)\right), \quad (74)$$

which implies that for our simple Drude metal, $k_x$ will have a small positive imaginary part. This means that the amplitude of the mode decays slowly in the propagation direction along the interface, i.e. the mode is a so-called pseudo-propagating wave. In the limit $\Gamma = 0$, it propagates without a decrease in amplitude. Further manipulation yields an expression for $k_{1z}^2$:

$$k_{1z}^2 = -\frac{\omega^2}{c^2} \left(\frac{1 - 2\beta^{-1} + i\Gamma}{(1 - 2\beta^{-1})^2 + \Gamma^2}\right)\beta^{-1} \quad (75)$$
which means that \( k_{1z}^2 \) is very nearly real and negative. Since the small imaginary part is negative, if we assume the standard branch cut along the negative real axis for the square root function, then \( \sqrt{k_{1z}^2} \) will be very nearly negative imaginary, with a small positive real part, and thus \( \mathbf{E}_1 \) and \( \mathbf{B}_1 \) will decay exponentially away from the interface (i.e. in the negative \( z \) direction). To leading order, assuming that \( \beta \) is large and \( \Gamma \) is small, we have

\[
k_{1z} \sim -i\beta^{-1/2} \frac{\omega}{c},
\]

and so this decay is slow.

Similarly we can investigate \( k_{2z} \); we find that

\[
k_{2z}^2 = \frac{\omega^2}{c^2} \left( (1 - \beta) + i\beta\Gamma - \frac{(1 - \beta^{-1})(1 - 2\beta^{-1}) + \Gamma^2 + i\Gamma\beta^{-1}}{(1 - 2\beta^{-1})^2 + \Gamma^2} \right).
\]

For large \( \beta \) and small \( \Gamma \), \( k_{2z}^2 \) is very nearly negative real, with a small positive imaginary part, so \( k_{2z} \) will be very nearly positive imaginary. To leading order, we have

\[
k_{2z} \sim i\beta^{1/2} \frac{\omega}{c},
\]

and the solution decays exponentially away from the interface (i.e. in the positive \( z \) direction). Note that the solution decays at a much faster rate in the positive \( z \) direction (into the metal) than in the negative \( z \) direction (into the air). This is the so-called skin effect for a conductor.

We are interested in the possibility of using the air-metal interface to enhance the field strength locally, in the air but close to the interface. In principle, this means that we want the field in the air but close to the interface to be large in comparison to the incident field. This is not something we can really talk about for the surface mode problem, because there is no incident field in this situation, but we can say some other interesting things about the electric field in the vicinity of the interface. Let us restrict attention to the electric field. We can introduce the tangential and perpendicular components
of the electric field:

\[
E_1^\perp = \frac{B_y}{\omega \mu_0 \varepsilon_1} (0, 0, -k_x) \exp(-i\omega t + ik_x x + i k_{1z} z),
\]

\[
E_1^\parallel = \frac{B_y}{\omega \mu_0 \varepsilon_1} (k_{1z}, 0, 0) \exp(-i\omega t + ik_x x + i k_{1z} z),
\]

\[
E_2^\perp = \frac{B_y}{\omega \mu_0 \varepsilon_2} (0, 0, -k_x) \exp(-i\omega t + ik_x x + i k_{2z} z),
\]

\[
E_2^\parallel = \frac{B_y}{\omega \mu_0 \varepsilon_2} (k_{2z}, 0, 0) \exp(-i\omega t + ik_x x + i k_{2z} z).
\]

At the interface (i.e. \( z = 0 \)) in the air, we have:

\[
\frac{|E_1^\perp|^2}{|E_1|^2} = \frac{|k_x|^2}{|k_{1z}|^2} = \sqrt{(1 + \Gamma^2)\beta^2 - 2\beta + 1}, \tag{80}
\]

and so for large \( \beta \), the electric field in the air near the interface is mainly perpendicular to the interface. Similarly, at the interface in the metal, we have

\[
\frac{|E_2^\perp|^2}{|E_2|^2} = \frac{|k_x|^2}{|k_{2z}|^2} = \frac{1}{\sqrt{(1 + \Gamma^2)\beta^2 - 2\beta + 1}}, \tag{81}
\]

and for large \( \beta \) the electric field in the metal near the interface is mainly parallel to the interface. Furthermore, we have the following expression for the ratio of the field amplitudes at the interface:

\[
\frac{|E_1|^2}{|E_2|^2} = \frac{|k_x|^2 + |k_{1z}|^2}{|k_x|^2 + |k_{2z}|^2} |\hat{\varepsilon}_2|^2 = \sqrt{(1 + \Gamma^2)\beta^2 - 2\beta + 1}, \tag{82}
\]

indicating a large jump in the amplitude of the electric field from the metal to the air when \( \beta \) is large.

### 3.2 Coupling the Surface Modes to Incident Electromagnetic Waves

It is desirable for many applications to couple the surface modes found in the previous section to an incident electromagnetic field; this gives a way to
boost the amplitude of the electromagnetic field close to the interface. Since polarization is conserved at planar interfaces \([2]\), in the current context only incident light which is TM polarized is useful for exciting the surface modes in which we are interested.

One of the difficulties that must be dealt with is that the wave vector for a photon in the dielectric region \(\Omega_1\) does not match the wave vector of the surface plasmon mode; therefore the momentum in the \(x\) direction for a photon does not match the momentum at the same frequency for the surface mode, and in fact the momentum of the photon is (slightly) smaller. Conservation of momentum therefore means that a photon can not (at least directly) excite the surface plasmon modes, and unless something special is done, almost no energy is transferred to the surface modes.

There are several strategies to get around the conservation of momentum restriction. This can be done by imposing some spatial structure on the surface along the \(x\) direction, for example by forming a surface grating (see figure 1). A periodic structure does not fully break the translational invariance, but it will allow couplings between the incident light and the surface modes for some specific frequencies and/or angles. If the translational invariance is totally broken by a surface with random roughness, then the photons will always couple to the surface modes, albeit somewhat weakly and in an uncontrolled way. See \([17]\) for a presentation of many aspects of such problems. One aspect to keep in mind is that if we are going to continue to talk about the surface modes, then the perturbation from planarity must be small enough that the analysis in the previous section remains true to leading order; it is suggested in \([13]\) that this is the case for a grating whose amplitude is small compared to its spatial period and to the decay length away from the surface in region \(\Omega_1\).

A related idea is to break the translational invariance by introducing a spatially localized perturbation to the surface, i.e. a bump or a valley, or by using a point source of illumination located sufficiently close to the surface. The localized illumination source or defect in the surface now acts as a point source for the surface plasmon modes. The translational symmetry is broken in these cases, but the problem is changed slightly as well; we must now consider cylindrical waves rather than plane waves.

There are several other methods of enhancing the coupling between the electromagnetic waves and the surface modes. One is based on using prisms \([13], [14], [17], [19]\). The idea is that if the prism exhibits total internal reflection of the electromagnetic wave at its surface, it must actually also
produce an evanescent wave near the surface. While the amplitude of this wave decreases rapidly away from the surface, it also produces photons with momentum larger than normal for propagating photons, and if the properties of the prism and are tuned properly, and the prism is held at the correct distance from the metal interface, it is possible to arrange things so that the photons couple with the surface modes. Related to this idea, if a thin metal layer is deposited on the prism, under the right conditions a surface mode can be excited at the metal-air boundary. Another technique is known as end-fire coupling or edge coupling [14], [19]. In this technique, a thin metal layer is sandwiched between dielectric slabs, and a laser is focused on the edge of the metal layer.

3.3 Resonance for Diffraction Gratings

Consider a plane wave incident on an air-metal interface, which is periodic in the $x$-direction, i.e. with a grating type geometry. Assuming that the amplitude of the surface corrugation is small enough that we can ignore its effect on the surface plasmon mode, we know from the analysis above that there is a mismatch between the wave vector in the air and the wave vector of the surface plasmon modes.

Assuming that plane wave is incident onto the grating with polar angle $\theta$ and azimuthal angle $\phi$, we can project the wave vector of the incident photons onto the plane $z = 0$ to get that part of the wave vector of the incoming photons which is available to the surface plasmon modes:

$$k_{\text{in}} = \frac{\omega}{c} \sqrt{\varepsilon_1} (\sin(\theta) \cos(\phi), \sin(\theta) \sin(\phi), 0).$$

(83)

However, when a photon strikes a diffraction grating, integer multiples of the grating vector can be added to or subtracted from the wave vector of the photon via Bragg scattering (see [4]). If the grating has period $d$, and the grooves are parallel to the $y$ direction, then the grating vector is

$$k_g = \frac{2\pi}{d} (1, 0, 0).$$

(84)

If we define $k_s$ to be the real part of the in-plane wave vector of the surface plasmon modes, then we need to match its magnitude with that of any one of the wave vectors accessible through Bragg scattering of the incoming wave:

$$|k_s| = |k_{\text{in}} \pm n k_g|$$

(85)
where \( n = 1, 2, 3, \ldots \), and typically only the \( n = 1 \) term generates a strong coupling. Note that the plasmons propagate along the surface in the direction given by the vector sum \( \mathbf{k}_g \pm n\mathbf{k}_g \), not necessarily the \( x \) direction as chosen for convenience above when the surface modes were computed.

The predictions of this equation are compared to the results of a full numerical solution of Maxwell’s equations for both TE and TM polarized waves, for several different values of \( \phi \), with parameters chosen for gold, and for gratings of several different shapes and amplitudes, in [19]. It seems to do a good job of predicting the best polar angle (i.e. the one which leads to the largest field strength in the vicinity of the metal surface), with all other parameters held fixed.

The theory for surfaces with random roughness is essentially built up by assuming that the roughness can be characterized as a superposition of many diffraction gratings of various periods and orientations on the surface. It seems that in the same way, a periodically structured surface could be characterized by a relatively small number of grating vectors, and the analogue of equation (85) used to look for potential resonances.

4 Nondimensionalization

We introduce dimensionless space and time variables as follows:

\[
x = l x^*, \quad t = \frac{1}{\omega} t^*,
\]

where \( l \) is a typical length scale of the microstructure, and where as noted above, the frequency \( \omega \) is a time scale associated with the laser illumination (we eventually assume that the dimensional variables all have time dependence \( e^{-i\omega t} \)). We scale the field variables as follows:

\[
E = E_0 E^*, \quad D = \varepsilon_0 E_0 D^*, \quad P = \varepsilon_0 E_0 P^*, \quad J = \frac{E_0}{\mu_0 \omega l^2} J^*,
\]

and since we will not consider magnetic effects, we finally drop \( H \) in favor of \( B \):

\[
B = \frac{E_0}{\omega l} B^*, \quad H = \frac{E_0}{\mu_0 \omega l} B^*.
\]

Note that we had to assume that the field variables had a time dependence \( e^{-i\omega t} \) in order to get expressions for the material parameters, so while we write
the equations using partial derivatives with respect to $t^*$ below, we should, strictly speaking, assume that the non-dimensionalized field variables have a time dependence of the form $e^{-it^*}$.

4.1 Nondimensional Equations in the Dielectric Regions

In regions $\Omega_1$ (air) and $\Omega_3$ (substrate), we have:

\[ \nabla^* \cdot \mathbf{D}^* = 0, \quad (89) \]

\[ \nabla^* \cdot \mathbf{B}^* = 0, \quad (90) \]

\[ \nabla^* \times \mathbf{E}^* = -\frac{\partial \mathbf{B}^*}{\partial t^*}, \quad (91) \]

\[ \nabla^* \times \mathbf{B}^* = \frac{1}{\Lambda} \frac{\partial \mathbf{D}^*}{\partial t^*}, \quad (92) \]

\[ \mathbf{D}^* = \hat{\varepsilon}_i \mathbf{E}^*, \quad (93) \]

\[ \mathbf{D}^* = \hat{\varepsilon}_i \mathbf{E}^*, \quad (94) \]

\[ \mathbf{P}^* = (\hat{\varepsilon}_i - 1) \mathbf{E}^*, \quad (95) \]

\[ \mathbf{J}^* = 0. \quad (96) \]

For simplicity, we will assume that $\hat{\varepsilon}_1 = 1$, as noted above.

4.2 Nondimensional Equations in the Conductive Region

In region $\Omega_2$ (the metal) we have:

\[ \nabla^* \cdot \mathbf{D}^* = 0, \quad (97) \]

\[ \nabla^* \cdot \mathbf{B}^* = 0, \quad (98) \]

\[ \nabla^* \times \mathbf{E}^* = -\frac{\partial \mathbf{B}^*}{\partial t^*}, \quad (99) \]

\[ \nabla^* \times \mathbf{B}^* = \frac{1}{\Lambda} \frac{\partial \mathbf{D}^*}{\partial t^*}, \quad (100) \]

\[ \mathbf{D}^* = \mathbf{E}^* + \mathbf{P}^*, \quad (101) \]
\[ \mathbf{D}^* = \hat{\varepsilon}_2 \mathbf{E}^* = ((1 - \beta) + i\beta \Gamma) \mathbf{E}^*, \]  
(102)

\[ \mathbf{P}^* = \hat{\sigma}_2 \mathbf{E}^* = (-\beta + i\beta \Gamma) \mathbf{E}^*, \]  
(103)

\[ \mathbf{J}^* = \hat{\sigma}_2 \mathbf{E}^* = \frac{1}{\Lambda} (\beta \Gamma + i\beta) \mathbf{E}^*. \]  
(104)

### 4.3 Nondimensional Jump Conditions

The jump conditions become:

\[ [\mathbf{n} \cdot \mathbf{D}^*] = 0, \]  
(105)

\[ [\mathbf{n} \cdot \mathbf{B}^*] = 0, \]  
(106)

\[ [\mathbf{n} \times \mathbf{E}^*] = 0, \]  
(107)

\[ [\mathbf{n} \times \mathbf{B}^*] = 0. \]  
(108)

### 4.4 Nondimensional Parameters

The only non-dimensional group that we have not seen yet is:

\[ \Lambda = \frac{1}{\varepsilon_0 \mu_0 \omega^2 l^2} = \frac{c^2}{\omega^2 l^2} = \frac{1}{4\pi^2} \frac{\lambda^2}{l^2}, \]  
(109)

where we have used the fact that \( \varepsilon_0 \mu_0 = c^2 \), where \( c \) is the speed of light in vacuum, and the fact that \( \omega = 2\pi c \lambda \), where \( \lambda \) is the wavelength of a light wave with angular frequency \( \omega \). Therefore, \( \Lambda \) is essentially the square of a ratio of the wavelength of the incident light to a representative length scale for the nano-structured metal surface. It was suggested during the MPI workshop that the assumption \( \Lambda = O(1) \) be made, even though \( \Lambda \) could in principle vary over several orders of magnitude and might also be small.

We also have the relative dielectric functions \( \hat{\varepsilon}_1 \) and \( \hat{\varepsilon}_3 \) in \( \Omega_1 \) and \( \Omega_3 \) respectively, as well as \( \beta \) and \( \Gamma \), all of which were introduced above.

### 4.5 Reduced Problem

From now on, we will drop the *s from the non-dimensional variables. Furthermore, we will assume that the electric and magnetic fields have time dependence \( e^{-it} \), as noted above. If we restrict consideration to a problem
with one interface, air above and metal below, we can consider the following problem.

\[ x \in \Omega_1 : \ \nabla \cdot \mathbf{E}_1 = 0, \ \nabla^2 \mathbf{E}_1 + \Lambda^{-1} \mathbf{E}_1 = 0, \]
\[ \nabla \cdot \mathbf{B}_1 = 0, \ \nabla^2 \mathbf{B}_1 + \Lambda^{-1} \mathbf{B}_1 = 0, \]  \hspace{1cm} (110)

\[ B_1 = i \nabla \times \mathbf{E}_1, \]

\[ x \in \Omega_2 : \ \nabla \cdot \mathbf{E}_2 = 0, \ \nabla^2 \mathbf{E}_2 + \Lambda^{-1} ((1 - \beta) + i \beta \Gamma) \mathbf{E}_2 = 0, \]
\[ \nabla \cdot \mathbf{B}_2 = 0, \ \nabla^2 \mathbf{B}_2 + \Lambda^{-1} ((1 - \beta) + i \beta \Gamma) \mathbf{B}_2 = 0, \]  \hspace{1cm} (111)

\[ B_2 = i \nabla \times \mathbf{E}_2. \]

If we assume that the interface is given by \( z = h(x,y) \), with \( z \) increasing downward (into the metal) for consistency with our derivation of the surface plasmon wave problem above, we have the outer normal vector for \( \Omega_1 \):

\[ \mathbf{n} = \frac{(-h_x, -h_y, 1)}{\sqrt{1 + h_x^2 + h_y^2}}. \]  \hspace{1cm} (112)

The matching conditions at the interface are:

\[ z = h(x,y) : \ \mathbf{n} \cdot \mathbf{E}_1 = \mathbf{n} \cdot ((1 - \beta) + i \beta \Gamma) \mathbf{E}_2, \]
\[ \mathbf{n} \cdot \mathbf{B}_1 = \mathbf{n} \cdot \mathbf{B}_2, \]
\[ \mathbf{n} \times \mathbf{E}_1 = \mathbf{n} \times \mathbf{E}_2, \]
\[ \mathbf{n} \times \mathbf{B}_1 = \mathbf{n} \times \mathbf{B}_2. \]  \hspace{1cm} (113)

Finally, we should impose appropriate conditions on the far field.

**4.6 Asymptotics for \( \beta \) Large, \( \Lambda = O(1) \): Leading Order Problem**

Assuming that \( \beta \) is large, and that \( \Lambda \) is \( O(1) \), suggests the expansions

\[ \mathbf{E}_1 = \mathbf{E}_{1,0} + \beta^{-1} \mathbf{E}_{1,1} + \cdots, \]
\[ \mathbf{B}_1 = \mathbf{B}_{1,0} + \beta^{-1} \mathbf{B}_{1,1} + \cdots, \]
\[ \mathbf{E}_2 = \beta^{-1} \mathbf{E}_{2,1} + \cdots, \]
\[ \mathbf{B}_2 = \beta^{-1} \mathbf{B}_{2,1} + \cdots, \]  \hspace{1cm} (114)

which produces a leading order problem in which the metal is treated as a perfect conductor. The problem for the leading order electric field in the air is:

\[ x \in \Omega_1 : \ \nabla \cdot \mathbf{E}_{1,0} = 0, \ \nabla^2 \mathbf{E}_{1,0} + \Lambda^{-1} \mathbf{E}_{1,0} = 0, \]
\[ x \in \partial \Omega_1 : \ \mathbf{n} \times \mathbf{E}_{1,0} = 0, \]  \hspace{1cm} (115)
which must be supplemented by the appropriate radiation condition. Based on the discussion above, if we want to excite surface plasmons, the incoming wave will need to hit the boundary surface obliquely. Furthermore, since the surface is not planar, no matter how the incident wave is chosen, the scattered wave will in general contain both possible polarizations. The fact that we have scaled the spatial coordinates so as to make $h(x,y)$ of $O(1)$ means that even at leading order we have to deal with a nontrivial scattering problem.

Further analytical progress is possible if we assume that the amplitude of the surface corrugation is small. This effectively gives a linearized boundary condition at a flat interface, which couples the two possible polarizations and depends on the shape of the interface, but is imposed on the unperturbed planar interface. If $\Lambda^{-1}$ is small, we get back to the electrostatic approximation, which is commonly used as a first approximation, even in cases where it is well understood not to be formally valid [13]. If $\Lambda^{-1}$ is large, then the geometric theory of diffraction ([3], [5], [11], [26]) might be helpful. If none of these further approximations is acceptable, then problem (115) must in general be solved numerically.

5 Potential Numerical Approaches

There has been a great deal of work done on the numerical modeling of plasmonic devices. Quite a few different methods have been proposed and implemented, as pointed out in the introduction to the problem provided by TIAX. We mention here a few techniques which can be applied to the reduced problem derived above, but which do not appear common in the plasmonics literature.

5.1 Boundary Element Method

One possibility is to use the Boundary Element Method. The idea is to reduce the problem to an integral equation involving the values of the unknown on the boundary. Once this equation is solved, the same equation provides an integral representation of the solution over the whole domain. The required reformulation of the problem in terms of a boundary integral equation is based on the Stratton-Chu formulas ([24], see also [23] and [8]).
The boundary integral equation equivalent to (115) is:

$$ E_{1,0}(x) = -\Lambda \nabla \times \nabla \times \int_{\partial \Omega_1} n(y) \times \nabla \times E_{1,0}(y) \Phi(x, y) dS(y), \quad (116) $$

where $\Phi$ is the free space Green’s Function for the Helmholtz equation, which for our problem is given by

$$ \Phi(x, y) = \frac{1}{4\pi} \frac{e^{i\Lambda - \frac{1}{2}|x-y|}}{|x-y|}, \quad (117) $$

with $x = (x, y, z)$, and $y = (\xi, \eta, \zeta)$, and $\partial \Omega_1$ represents the air-metal boundary. The differential of surface area is written $dS(y)$ to indicate that the parameterization of the surface is to be done in terms of $y = (\xi, \eta, \zeta)$. The surface integral is improper for two reasons: the singularity of $\Phi$ when $x = y$, and the fact that $\partial \Omega_1$ is an infinite two dimensional surface. This still appears to be a nontrivial problem. (Note that while it is possible to reduce the problem to a single integral equation, this problem is typically reduced to two coupled boundary integral equations, which involve $E$ and $H$ in dual roles.)

Some related problems are treated in [18] by a similar method. In this paper, the case of finite conductivity is treated, which means that the full problem (i.e. involving both half spaces $\Omega_1$ and $\Omega_2$) must be tackled. Metal-air interfaces which are rough (i.e. random) in one direction along the interface and do not vary in the orthogonal direction along the surface are treated. The problem is reduced to a single integral equation, and a number of practical aspects (i.e. how to regularize the singularity of the Green’s function) are discussed. Since a number of physical assumptions are used along the way to simplify the form of the integral equation, a direct comparison to our problem is not possible.

### 5.2 Other Approaches

The boundary element method is mentioned above, but there are a number of other alternatives. One which is fairly easy to understand conceptually is based on the idea of building a solution to the scattering problem of interest, which involves a corrugated interface, in terms of a superposition of solutions to a simpler scattering problem. There are a number of variations on this idea.
In [7], the author considers scattering from a perfectly conducting metallic surface which is rough in two dimensions. The problem is reduced from three dimensional to two dimensional by expanding in terms of local eigenfunctions which depend on the normal coordinate ($z$ for us); the problem is then reduced to a set of coupled integral equations for the amplitudes of the various modes. These are then solved iteratively.

In [20], the authors treat the problem of scattering of a TE-polarized electromagnetic wave from a surface which is corrugated in one dimension, and does not vary in the orthogonal dimension along the interface. The corrugations can be deterministic or random. Solutions are built from modified plane waves which by design have the correct behavior both at the corrugated interface and at infinity, but are not necessarily solutions to Maxwell’s equations. The solution is constructed as an incident plane wave (which is a solution of Maxwell’s equations), plus a reflected modified plane wave, plus corrections. For the case of a planar interface, the reflected plane wave actually solves Maxwell’s equations and there are no additional corrections; for the case of a non-planar interface, the modified reflected plane wave is just the reflected plane wave from the planar case, multiplied by a factor which enforces the boundary conditions at the interface. Since the reflected modified plane wave is generally not a solution of Maxwell’s equations, additional correction terms are necessary. These can be thought of as current distributions which compensate for the errors in the field variables. These corrections are computed iteratively. At least conceptually, this seems to be the easiest approach to understand, although its implementation is somewhat involved. The authors are able to show that the iteration scheme converges in certain circumstances. The authors limit themselves to explicit calculation of the first correction (i.e. implementing one iteration of the method), but are able to produce some impressive results none the less. When only the first correction is computed, the results can be simplified quite a bit, and the answer written in terms of relatively simple formulas depending on the corrugation profile.

6 Conclusions

We have set up and non-dimensionalized the governing equations for the interaction of a plane wave with a structured metal surface. In section 3.3 we suggest a very simple criterion for choosing the wavelength of incident
light in order to maximize the coupling to surface plasmons and potentially maximize the field strength in the vicinity of the interface, if the structured surface can be represented as a superposition of gratings.

In order to validate this suggestion, a solution of the full electromagnetic problem that can be studied parametrically is required. We have taken the first step in this direction by deriving in section 5 the leading order problem for the electric field in the air. While this is a difficult problem, its solution it is only the first step in a boundary layer analysis which is required to construct the electromagnetic field everywhere. It is clear from the structure of the expansions for large $\beta$, and from the structure of the surface plasmon solution found in section 3.1, that the rapidly varying variable in the boundary layer will be $\beta^{1/2}\Lambda^{-1/2}z$. (Here $z$ is the non-dimensionalized variable that was originally denoted $z^*$). Furthermore, the solution for the surface plasmon problem suggests that the solution in the air will also depend on a slowly varying variable $\beta^{-1/2}\Lambda^{-1/2}z$. If the strategy suggested in [20] can be extended to produce a reasonably accurate analytic representation for the leading order problem in the air, then it might be possible to work out the boundary layer analysis explicitly, and in so doing, obtain formulas for both the local field and the extent to which plasmons are excited. Otherwise, it seems that a full numerical solution will be necessary.
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