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Executive Summary

In modern society, keeping the balance between privacy and public access to information is becoming a widespread problem more and more often. Valid data is crucial for many kinds of research, but the public good should not be achieved at the expense of individuals.

While creating a central database of patients, the CSIOZ wishes to provide statistical information for selected institutions. However, there are some plans to extend the access by providing the statistics to researchers or even to citizens. This might pose a significant risk of disclosure of some private, sensitive information about individuals. This report proposes some methods to prevent data leaks.

One category of suggestions is based on the idea of modifying statistics, so that they would maintain importance for statisticians and at the same time guarantee the protection of patient’s privacy.

Another group of proposed mechanisms, though sometimes difficult to implement, enables one to obtain precise statistics, while restricting such queries which might reveal sensitive information.
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1 Introduction

1.1 Background

(1.1.1) With the development of information technology, vast amount of data is being accumulated in various systems. Data gathered by some companies and organizations is not only stored, but also published. This leads to an increase in the volume of publicly available data, and consequently to the growing risk of privacy violation.

(1.1.2) Privacy is important, however, it may be understood in various ways, so that its meaning may not be the same for all people. This is particularly important in the case of medical databases as privacy of many groups is at risk.

(1.1.3) The database may be accessible either to the public or to the limited audience (e.g. medical doctors), about which we can make additional assumptions. Therefore, various target groups should be taken into consideration.

1.2 Problem statement

(1.2.1) The main idea is to develop techniques and methodology to assure privacy protection in publicly available statistical databases. A desired solution ought to reduce the risk of the private data leak from statistical databases. It should also help database owners to make appropriate decisions, such as:

- Which form should available data take (fixed statistical data sheet, dynamically generated statistics, etc.)?
- What should be the scope of available statistics?
- What additional parameters should be taken into account?

(1.2.2) Furthermore, the proposed solution should meet the following criteria:

- understandability (as a criterion of evaluation or as the information presented to the public),
- simplicity of implementation,
- verifiability.

(1.2.3) The project work will focus on the following aspects:

- possible measures of privacy in terms of medical databases, with emphasis laid on statistical databases,
- analysis of methods of data protection adequate for statistical databases,
- suggestions for further exploration.

2 Problem analysis

2.1 How to determine sensitivity of data

(2.1.1) It seems indispensable to establish which information is sensitive. According to the Polish law, every medical data about an individual is sensitive. Still, it pertains only to the exact information about a person. For example “he/she has a lung cancer” or less precisely – “he/she has a cancer” or maybe even more generally – “a person is sick”. Probably nobody minds a statement: “this person earns between 2000 PLN and 20000 PLN”, but what about: “this person earns between 4000 and 5000 PLN”? A suitable
choice of the interval is crucial. Privacy is a very subjective issue, so this measure could be acquired in the same way as QALY\(^2\), with surveys for patients.

2.2 Architecture sensitivity

(2.2.1) The architecture of the computer system is presented in the feasibility study provided by the CSIOZ. The following chief aspects of security are covered in this document: authorization, authentication and accountability. Furthermore, it is necessary to design the security of the system in accordance with Sherwood Applied Business Security Architecture (SABSA) [4]. This methodology should cover the majority of problems with security architecture. Therefore, we will restrict our further analysis only to security aspects of statistical databases.

(2.2.2) Security can be increased thanks to the distinction drawn between databases for medical and statistical purposes. The Study Group has proposed the model of the hierarchical medical database with the limited access to every part of DB.

![Model of creating statistical reports by CSIOZ.](image)

2.3 Security of statistical databases (SDB)

(2.3.1) Another aim of security is to prevent the disclosure of sensitive data by means of inference. First, we have to specify when a statistical database is secure. It has to be indicated that disclosed data is almost always something more than data released, because additional information can be gained by the inference. Let us develop a model of data in SDB [1].

\[^2\text{Quality Adjusted Life Year – a measure of quality of life, used in determining the cost-effectiveness of medical procedures.}\]
Figure 2: Fragmentation model of statistical information. \( S \) – set of all statistics, \( P \subseteq S \) – set of statistics classified as non-sensitive, \( R \subseteq S \) – set of released statistics, \( D \) – set of statistics disclosed by \( R \) (including the statistics in \( R \)). Statistical database is secure if and only if \( D \subseteq P \) (\( R \) discloses no sensitive statistics).

(2.3.2) There are some risks that could lead to the disclosure of sensitive information about an individual. These include:
- too narrow data set + additional knowledge,
- comparison of statistics with similar data set,
- diachronic comparison of changes in statistics.

(2.3.3) We have to take into account the following specific conditions:
- the specific set of statistics of the CSIOZ system needs to be provided to the defined institutions,
- data input for statistical data – input by forms,
- the existing model of the CSIOZ system.

3 Security methods for statistical databases (SDB)

(3.0.1) In this chapter we present and discuss methods that aim to prevent the disclosure of sensitive data. These techniques are supposed to clear statistics of personal data and hinder extracting personal data by comparing database queries. The whole chapter is a synthesis of the available research in the subject, especially [1], [2] and [3].
3.1 **Anonymizing data**

(3.1.1) In order to develop methods for avoiding the disclosure it is necessary to define first in what form statistical data will be published. The most popular types include: tables of pre-defined statistics (frequency, magnitude), micro-data files or an on-line query system.

(3.1.2) A micro-data file is a set of records, each concerning a specific individual or an incident. It can contain identifiers (personal data), such as name, address, Social Security number or National Identity Card number. Such information must be removed (depersonalizing/anonymizing data) before publishing in order to protect privacy of individuals.

(3.1.3) In the case of the CSIOZ system most of the statistics are in the form of tables of frequency [5] and the table of magnitude data [8]. In our opinion, reports derived from these data can contain sensitive information, because micro-data contain values of attributes for individuals.

(3.1.4) One of the methods for improving security of statistical databases is to make an appropriate choice about the data which is to be stored and processed in statistical database. For instance, dates of patient’s admission and discharge from hospital can be presented in a different way by indicating the number of days spent in hospital and the month of arrival. It is more general and exact dates are not necessary for the purpose of the majority of statistics. This applies also to other attributes – we may not need dates of birth or it could be rounded off to years or even decades.

3.2 **Methods of restricting queries**

(3.2.1) **Maximum order control**

Maximum order control [1] is a method which restricts the number of attributes that can be used in the query. Allowed combinations of attributes can be obtained by means of the lattice model [6]. For every element you check, you should set a partial order of inclusions between the subsets of the attribute set, provided it is secure to share. One gets all combinations of attributes that could be used safely in queries, as well as such that should be forbidden. Furthermore, one gets the number of attributes that could be used in the query (if \( n \) is a minimum number of attributes in a non-safe query then \( n - 1 \) is the number of attributes that could be safely used in the query).

(3.2.2) Theoretically, this method is perfect, but practically it has a very narrow application. The verification of safety of attributes is computationally complex (exponential time) – every combination of attribute values has to be checked if the result is an \( n \)-element set (where number \( n \) depends on a desired safety level). Furthermore, every combination must be verified on a real database containing millions of records.

(3.2.3) The method could be used while creating annual databases with data that would not be modified. Then, it is possible to do some computations (even if it takes a month) and share a secure database. Still, the problem arises when other databases contain information of the same type and time period (or they refer to such information), because it could reduce safety. It should be assumed that every database that has once been published (especially in a digital form) should be considered as constantly available (it might have been copied before the access was denied).

(3.2.4) **Minimum query-set size**

This is one of the methods in which an agency does not release statistics considered sensitive. In this case, a statistic is said to be sensitive if it is calculated on a set of
cardinality smaller than some specified value. This value (called “threshold value”) varies for different types of data. It is usually determined by the sensitivity of the information that the agency is allowed to publish and by the precision required to carry out disclosure (see Section 2.1).

(3.2.5) **Complementary suppressions method**
This method supports mechanisms proposed earlier by supplementing previously disregarded aspects. If only one cell is suppressed and it is allowed to ask for the marginal total then information is not sufficiently protected (the exact value of the cell can be calculated by a simple subtraction). In this case, other, non-sensitive cells also have to be suppressed (complementary suppressions). In all cases except for the simplest ones it is nearly impossible to prove that preventing the specific set of cells has provided adequate security.

(3.2.6) **Granularization**
We propose this method as an effective rule of disclosure limitation. This solution, which might resemble “rolling-up categories”, is related to the increase of statistical sample in the statistical query. For example, instead of giving an answer to the query: “how many people died of cancer in Warsaw last month” (it might be less than 5), we could respond: “last month 54 people died of cancer in the Masovian Voivodship”. Obviously, if the number revealed is still dangerously small, the sample size should be increased further on. In this way, we can greatly reduce the risk of revealing too narrow data set.

(3.2.7) A disadvantage of granularization is the lack of the precise response for a given query, which becomes especially problematic, when answers to queries with both more global and more local sample size are the same (the same number of people suffered from the same disease in Warsaw and in Poland).

### 3.3 Methods of adding noise to the statistics

(3.3.1) There are some methods of modifying results of queries in a way that prevents inference, but does not change statistical importance:

- Adding random noise
- Controlled rounding method
- Random rounding

One may consider two of the possible methods of adding noise [1,2]: creating an artificial database (AD) (which will contain perturbed data) or modifying data on-line. The first method requires additional storage space and recalculating AD after each update of the original data, while the second one may cause greater time overhead (when queries are to be computed), but it is more flexible.

(3.3.2) **Random noise**
Adding random noise on-line is a method of data perturbation which provides accurate statistics computed on the slightly modified data. One may substitute real values stored in database using Back's formula (1):

\[ x_i = x_i + z_i (x_i - \bar{x}) + z_{2i}, \quad (1) \]

\[ \bar{x}_e = \frac{\sum x_i}{|C|}, \quad (2) \]
\[ E(z_{i}) = 0, \ Var(z_{i}) = 2a^2, \ E(z_{i}^2) = 0, \ Var(z_{i}^2) = \frac{2a^2(\bar{x} - \bar{x})}{|C|}, \]  
\hspace{1cm} (3)

where:

- \(x_i\) is a single value in a database,
- \(C\) is a set on which we compute a query,
- \(z_i\) is an independent random variable.

(3.3.3) This method provides additive and multiplicative noise, which increases security. Parameter \(a\) tells how large the dispersion of the noise is. The larger \(a\), the more questions are required to disclose private information (estimate original value with small error). Unfortunately, an increase of parameter \(a\) causes a decrease in the accuracy of computed statistics. This may be observed in Figure 3.

**Figure 3**: Mean value of relative error is plotted for different value of parameter “\(a\)”. Values of parameter “\(a\)” are in range \([0, v]\), where \(v = 27.59\) is the variance of test data.

(3.3.4) **Artificial data creation**
Assume that our micro-data (data in statistical database) has some specific probability distribution \(P\). If we were able to find the approximation of this distribution, we could use it to distort the queried statistics in the following way:

- estimate the number of records \(k\) contributing to the queried statistic,
- sample \(k\) samples from the approximation of \(P\) to obtain a new set of synthetic data,
o compute the queried statistic on the synthetic data.

(3.3.5) The distortion of the resultant statistic depends on the approximation of $P$. The better the approximation, the more accurate the statistics are. However, the approximation should neither be too exact nor too inaccurate. The computed statistic should remain meaningful and at the same time contain the sufficient level of distortion so its exact value is not disclosed.

(3.3.6) Finding the approximation to $P$ may be hard. The complexity of this problem depends on the complexity of data i.e. the number of attributes, the statistical dependencies of attributes in data, the set of values the attributes takes on and their type (continuous and discrete). For further research we propose Bayesian Networks [7] as the framework for modeling of complex probability distributions.

(3.3.7) **Controlled rounding method**

In this method, the answer for a query $q$ is rounded with a specific function $r(q)$, which preserves the following property: “If $C_1,...,C_m$ are disjoint query sets, $C_{m+1} = C_1 \cup \ldots \cup C_m$, and $q_i \in C_i$ then $r(q_1) + \ldots + r(q_m) = r(q_{m+1})$”. To achieve that property for a given integer $p \geq 1$, the method finds an optimal controlled rounding $r(q)$ that minimizes the following objective function:

$$z_p = \sum |q - r(q)|^p.$$  

(3.3.8) The problem of finding an optimal controlled rounding can be expressed as a capacity-constrained transportation problem and thereby solved using standard algorithms. The technique is particularly well-suited for protecting tables of relatively small frequency counts.

(3.3.9) **Random rounding method**

In this method cell values are rounded, but instead of using standard rounding conventions a random decision is made as to whether they will be rounded up or down according to:

$$r(q) = \begin{cases} q & \text{if } d = 0 \\ q - d \text{ with probability } 1-p \text{ (round down)} \\ q + (b-d) \text{ with probability } p \text{ (round up)} \end{cases}$$  

(5)

A table prepared using random rounding of statistics $q$ when $p = \frac{d}{b}$ is vulnerable to attack in query processing systems. If a query $q$ is asked many times, its true value can be deduced by averaging the rounded values. The sum of the rounded statistics for disjoint query sets can differ from the rounded statistic for the union of the sets, which can be overcome by controlled rounding method.

### 3.4 Accuracy of reports

(3.4.1) Transformations of statistical data described in the previous subsections can dramatically distort information. In this subsection we present methods to estimate the accuracy of reports.

(3.4.2) Average absolute distance per cell for queries in a perturbed statistical database [9]:
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$$AAD(D_{\text{orig}}, D_{\text{pert}}) = \frac{\sum |D_{\text{pert}}(X_i) - D_{\text{orig}}(X_i)|}{n_i}$$

where:

$D$ – frequency distribution,

$X_i$ – cell (value of attribute),

$n_i$ – number of cells.

It can be used to check the accuracy of statistics before releasing a report.

One may consider defining some threshold $t$ such that if $AAD(D_{\text{orig}}, D_{\text{pert}}) > t$ then create another perturbation with smaller variance.

(3.4.3) In order to measure information loss, caused by query restriction methods, one may use Censorship measure given by equation (7):

$$Censorship = \frac{|B_s \cap P|}{|P|},$$

where:

$B_s$ – set of blocked statistics,

$P$ – set of non-sensitive statistics.

When $Censorship = 0$ then database provides access to every non-sensitive statistic and there is no data loss. When $Censorship = 1$ then we do not provide any non-sensitive data. This measure does not say anything about a private data leak.

(3.4.4) In order to measure size of private data leak one can use Recall measure, given by equation (8):

$$Recall = \frac{|B_s \cap (S \setminus P)|}{|S \setminus P|},$$

where:

$B_s$ – set of blocked statistics,

$P$ – set of insensitive statistics,

$S$ – set of all statistics.

When $Recall=1$ then every sensitive statistic is blocked and the base is secure. This measure does not say anything about the information value of the restricted database.

(3.4.5) Another possible measure is the number of queries/questions necessary to disclose sensitive data. This constitutes a simple way to describe the usefulness of a particular security method. If time$^3$ of disclosing data, protected by particular method is higher than time of its availability, then this data may be assumed protected, subsequently the method can be perceived as appropriate.

---

$^3$ Time is estimated here from number of necessary queries and delivery time
4. Conclusion

(4.1.1) According to the documents provided by the CSIOZ representatives (feasibility study),
architecture aspects of database security are covered using the SABSA model [4]. If
developed according to current plans, the architecture will comply with the standards.
Furthermore, security of the system should be increased by creating a special statistical
database that contains statistics acquired from the main database.

(4.1.2) On the other hand, security of static data ought to be investigated. Some of the forms
used to gather information (e.g. mz/szp-11, mz/szp-11b, mz/N-1A [11]) contain
detailed personal data which allows to reveal personal identity. Such information
should be secured by means of at least one of the methods proposed in this report:
adding noise to the statistics, restricting queries that are possibly dangerous (methods
of specification are proposed in the report).

(4.1.3) Should the functionality of the CSIOZ systems be broadened (more complex statistics,
easier forms of requesting statistics), mathematical methods can help to secure
sensitive information. We recommend blurring (adding noise) of the released data and
the strict control of the flow of precise data (analysing queries from institutions
requiring precise information).

5. Further research

(5.1.1) In order to share precise information in a safe manner, one can compare answers to
the requested query with all information that is public, and subsequently adjust them to
the appropriate protection method. This technique has one big disadvantage, namely
the computational complexity. For this reason, computational costs are acceptable only
for a small amount of information. This drawback may be overcome if this method is
applied in such institutions that require precise data, in which case one can track every
piece of information that has been released. The practical use of this method for the
CSIOZ medical database may be a subject of further research.

(5.1.2) Another area of research is the usability of statistical databases that after creation
would not be modified and would be secured by the maximum-order control. In this
way, almost everyone might be able to conduct a research on medical statistics without
the risk of disclosure. It should be also investigated, how this would affect future
information policy, because each further statistic published by the CSIOZ could lead to
leaks of sensitive information.
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